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Abstract. The presented work is devoted to the study of the solution of a boundary value
problem for a three-dimensional mixed-type equation with nonlocal boundary conditions in
a bounded domain with a Lyapunov boundary. In the upper half-space, this is an elliptic-
type equation, or the Laplace equation, and in the lower half-space, it is a hyperbolic-type
equation. Necessary solvability conditions are derived in both the elliptic and hyperbolic
cases. Regularization of singular necessary conditions is carried out using a special scheme.
The regularized relations obtained in this work are a tool for proving the Fredholm property
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1. Introduction

One of the intensively developing sections of the modern theory of partial
differential equations, due to its theoretical and applied importance, is the theory of
boundary value problems for equations of mixed type. The beginning of the study
of boundary value problems for equations of mixed type was laid in the works of
F.O. Tricomi and S. Gellerstedt [14],[8]. The next stage in the development of the
theory of boundary value problems for equations of mixed type were the works of
M.A. Lavrentyev, A.V. Bitsadze [10],[6], K.I. Babenko [2], F.l. Frankl [7], M.E.
Lerner [11]. The applied importance of the theory of boundary value problems for
equations of mixed type lies in the fact that such problems find their application in
the momentless theory of shells with alternating curvature, problems of transonic
and supersonic gas mechanics, the theory of infinitesimal bending of surfaces,
magnetohydrodynamic flows with a period through critical velocities, etc.

In this paper, we consider a nonlocal boundary value problem for a three-
dimensional mixed-type equation in second-order partial derivatives, which turns
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out to be an elliptic-type equation in the subsonic region and a hyperbolic-type
equation in the supersonic region.

In contrast to classical problems, we studied equations of both even and odd
orders and investigated the Fredholm property of many three-dimensional
problems with non-local boundary conditions for both typical and non-typical
differential equations [9]. Non-local boundary conditions are such that the entire
boundary is a support for each boundary condition. The number of non-local
boundary conditions can be taken equal to the order of the equation, which allows
us to eliminate the misunderstanding between equations of even and odd orders.

The tool for proving the Fredholm property of the problem is the
regularization of the necessary solvability conditions [1],[12],[13],[16].

The idea of necessary conditions for partial differential equations was first
used by A.V. Bitsadze for the Laplace equation [5, p.185] in both two-dimensional
and three-dimensional cases. But the regularization of singularities in the necessary
conditions was artificial, especially in three-dimensional cases, and contained some
uncertainties.

Finally, Beger derived these necessary conditions for the Cauchy-Riemann
equation [3],[4].

A part of the necessary conditions obtained for the posed three-dimensional
problem contains singular integrals. But the regularization of these singularities
does not follow the generally accepted scheme.

As is known, the regularization of singular integral equations in the classical
case is carried out by the method of successive substitutions: after the first
substitution, a double singular integral is obtained, and when changing the order of
integration in the double integral, the Poincaré-Bertrand formula is used to obtain a
regular kernel and a jump that does not "eat up" the external function. Thus, in this
case we obtain a Fredholm integral equation of the second kind with a regular
kernel.

In our case, the obtained necessary solvability conditions, or integral
equations, are in the spectrum, therefore, when they are regularized according to
the indicated scheme, we arrive at Fredholm integral equations of the first kind,
which is a "dead end".

According to the proposed unique scheme, singular necessary conditions are
regularized using specified boundary conditions, which is fundamentally new
[1],[12],[13],[16]. The obtained regularized relations allow us to further prove the
Fredholm property of the problem.

2. Problem statement.

Let us consider an equation of mixed type
2 2 2
0 u(zx) N 0 u(zx) N 0 u(zx) _0 )
X OX, OX;

3

sign x,
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in a three-dimensional bounded domain D ={x = (X,,X,,X;) € R*} with a

Lyapunov boundary I', convex in the direction Ox,, with nonlocal boundary
conditions:

=Y a(x )6” 0o rai o)

=l j ]

au ,(X) 6u ,(X)

X3=70(X)

+a (x)

o0 T 052 (X)
0X; 0X;

%=1 (X))

e (Y (X', 73, (D) + e (XY (X, 75 (X)) +
+a|(22) (Xu, (X', 7, (X)) +ai(20) (Xu, (X', 75 (X)) = (X)), 2
1=12; x'=(X,X,) €S,
u,(x), xe D, ={x e D, x; >0},
He) :{uz(x), xeD,={xeDx, <0},

u(x) = fo(x), xeL=T, T, (3)
where domain S < Ox,X, is the projection of domain D onto plane Ox,x, =Ox',
I and I', are the lower and upper halfsurfaces of boundary I respectively,
defined as follows: T, ={&=(&,&,.8,): & =7 (&), E=(&,&)e S}, where
& =1(8,&). k=12, are halfsurfaces I, and T, respectively; functions
7.(&"), k=12, are twice differentiable with respect to &,&, in the domain S; L

is the equator, connecting halfsurfaces I}, and I,: L=T, N T,.
Let us designate the projection of the domain D onto the plane

Oxx, =OX"  as o:{52(51’52’963):5327’0(5):0:gles}- The

coefficients a,ﬁ';)(x ) a(k)(x') i,p=L12;, j=12,3; k=0,1, are continuous in

S and o (£, k=0,2,a0(£), k=01, ]=13,a9(),
(&), 1=12;] =13, &'e S, satisfy the Hlder condition in the domain S, the
right-hand sides f,(x") e C*(S), fi(x')|aS:0, i=12, and f,(X) is continuous

onL.
Linearly independent boundary conditions (2) as if “sew” the values of the

desired function and its partial derivatives on the upper and lower half-surfaces I,
I, and I} .
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So, for x, >0 we have an equation of elliptic type
AU, (X) =0, xe D, 4)
atthat I''=T", LI, is dD,, and for x, <0 we have a hyperbolic type equation
o°u, () _ 0°u,(X) N 0°u,(X)
X2 e oz
and the boundary I'"=T"y UT", is 0D, .

Remark 1. The boundary condition (3) is given on a zero measure set and
does not violate the generality of the solution to problem (1)-(2) but later helps to
prove the Fredholm property of the stated problem.

3.The equation of elliptic type.

, xe D,, 5)

Now we are going to consider equation (4)
Oy (x) , U () 2°u(x)
ox? x5 X2

Lu, = Au,(X) = =0, xeD, (6)

with boundary conditions (2).
The fundamental solution for the three-dimensional Laplace equation has
the form [15]:

1 1
U,(x=¢) :_EM.

Let us get the basic relationships and necessary conditions in elliptic case.

(")

Multiplying equation (6) by the fundamental solution (7), integrating it
over the domain D, and taking into account that AU, (X—&)=05(x-¢)
where 5(x— &) is the Dirac o -function we’ll get the first basic relationship:

3 ou, (x oU,(x —
> K%Ul(X—f)—Ul(X)%]Cos(v,xj)dx}z
=i j j

] ]

ul(f)' ¢eD,
GE

Here the first relationship gives the representation of the general solution of
equation (6) and the second expression in (8) is the first necessary condition.

As
U, (x=&) _ x-& _cos(x=¢,x)
OX, 47Z|X—§|3 47[|X—§|2

= [u,()8(x - &)dx = (8)

9)
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then the first necessary condition takes the form:

%Ul(f)z —Iau( Ju (x= §)dx+ju x>,

r =l

[cos(x &, X))

cos(v,, X;)dx,,
4rlx-¢f

cel', (10)
where all the integrands have a weak singularity as the order of singularity doesn’t
exceed the multiplicity of the integrals.

As I''=T,UT, thenfor &'eT, ,k =0,1, the first necessary conditions
(10) take the form:

u (S 7 (6)) = 3 _[{|u( )| cos(vx,X—f)]

_(—1)kj ou(x) 1
27 ov |x—(§|2

S

dx'
Xs=7i (X)) -
a=n(&) COS(V,, X3)

dx'
X=7i (X) k=01. (11)

S=n (&) COS(V,, X;)

Thus, we have proved

Theorem 1. Let a convex along the direction Ox, domain D < R® be

bounded with the boundary I"which is a Lyapunov surface. Then the obtained first
necessary condition (11) is regular

Uy (x=¢)
oX,

D, we obtain the second basic relationships:

Multiplying (6) by ,i=1,3, and integrating it over the domain

J-Gul(x) oU,(x—-¢) dx
LOX ov,
ou,(x)| oU,(x—¢&) ( —¢)
+ J; ox { ox Cos(vy, Xy ) — ox cos(vx,xi)}der
+jau1(x) aul(x—cf)cos(v X)—Mcos(v )l -
T 8X| 8Xi x) axl X1 N
- o i=13, (12)
10u,(8)
, Sel,
2 o

where the numbers i, m, | make a permutation of numbers 1,2,3.
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The second expressions in (12) are the second necessary conditions
(el i=13):
1ou(8) _
2 0¢

J-Gu (X)|:8U (X é)CoS( Vi m) WCOS(VW |):|dX+

i m

+I ()| U, (x=¢) cos(v,, X,) _Ui{x=¢) cos(v,, x) [dx +
LOX oX X,
+J- ou,(x) oU, (x—
v OX; ov,
where the numbers i,m,I make a permutation of numbers 1,2,3.
In the virtue of (9) and introducing the designations
K;(x, &) = (cos(x —&,%;)cos(v,, X;) —Cos(X — &, X;) cos(v,, X ))

€) dx, fel,i=13, (13)

(14)
we can rewrite the necessary conditions (14) in the form:
1000 _ o) K)o 09 Kulkd)
- 2
2 0¢ OX, 47r|x—§| 50X 47Z|X §|
[ =8 g

L OX; ov,
where the numbers i,m,I make a permutation of numbers 1,2,3.
Taking into account that I"'=1I; UTI} we introduce the second group of
necessary conditions by disclosing two first surface integrals in relationship (15)

(i =1,3) over the upper half surface I, and I'y, extracting only singular terms:

1 ou, ou, (x) K., (X,&) dx'
G=n(&) T I X3=7x (X) 2 | X3=7 (X) +
208 X, Ar|x—¢&|" |a=nte) COS(vy, X;)
u, (X K, (X, X'
+ 8 1( ) Xg=7x (X) ' ( 5)2 X3=7, (X') d + 1 k = 011 ’
s 0% Arc|x =&l [2=n ) cos(v,, %)
(16)
where three dots designate the sum of nonsingular terms.
Let us introduce the designations:
KM (x', &Y =K; (%, £) yoyn oy M=0,1. 17)
&=7n (&)

By Lagrange formula:
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|X_§|2 ) = |X'_§I|2 Pk(xlvél)ik =0,1, (18)

Xg=py (X'
3=7k

where
2
2 )
P(x,&)=1+ Z[ayak_(x)) cos?(x'= &', x,) +O(x'= £).
m=1 Xm
Remark 2. Notice that for &'= X" we have:

2
0 0
P(x'x)=1+ G I | o 0,k=0,1.
ox,  OX,
By means of the designations (17), (18) we’ll rewrite the first necessary
conditions (11) for k=0,1 as follows:

W(EAEN=(-1 - j o g'xx) D

dx' N
X3 =7k (X)
Sy COS(Vy, X5)

£'eS, k=01, (19)
and the necessary conditions (16) take the form:
14y, ) 1 KPeee)  de |
2061579 Loy [T aglx-gf RXLE) cos(v,, %)
(K) fur g ' .
) S Ee) e i-TEk=0a
< X 4r|x'= &% P (X', &) cos(vy, X;)

(20)
where i,m,l make permutation of numbers 1,2,3.
If we extract by Tailor series the term in the integrand of (20) which
depends only on X' we’ll obtain the second necessary conditions in the form:

Loy g 1K) o

20815 @ ™ oy Xﬂk(x)4,z|x-_§'|2 P.(x',x) cos(v,,X,)
1 KO(x,x)  dx’

%= (X) 47Z_|X'_§'|2 P (x',x") cos(v,,X,)

+..,&'€8,i=1,3k=0,1.

P

S
(21)
Theorem 2. Under assumptions of Theorem 3.1 the second necessary
conditions (21) are singular.
4. Equation of hyperbolic type.
Let us consider equation (5)
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2 2 2
lu, (x) = 0 uzgx) o°u (x) 0 uzgx) _0 22)
OX;3 OX? OX5
in  3-dimensional domain D, ={x = (X, X,, X3), X; < 0} = R*with boundary

=T, UIj.
The fundamental solution of (22) is [17]

U (X_é:):U (X _631 _611 —52):
006 =8) (-8’ + (6 -&))

2n 06 —E) — (4 —E) — (&)
Multiplying (22) by (23), integrating over D,, applying Gauss-Ostrogradsky
formula and taking into account that LU, (x—¢&) =0(x—¢) [17] we obtain the
first basic relationship for equation (22):

(23)

U, (x=&) au,(x),, (. )
j[uzw o 20 f)}cos(vx,xodx

"

5x

i i

u,(£), &eDb,,
%uz(g)' é el™.

The second of relationships (24) is called the first necessary condition of
solvability of the stated problem:

(24)

0U,(x=¢)

3

—u ()= j[u() U, (x cf) Jcos(v X;)dx—

(25)
—ZI(U (x)aU (X=¢) ~U,(x=¢&) o, (X)jcos(vx,xj)dx,ger“.

=1 J i

Thus, we have established the following
Theorem 3. Let the domain D, — R® with Lyapunov boundary I be bounded

and convex in the direction of OX, axis. Then the first basic relationship (24) for
equation (5), or (22) holds true.
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Multiplying (22), or (5), by w, i

=1,3, integrating over D, and then

integrating by parts we obtain the second basic relationships:

Iauz(x)[aUZ(X_@cos(vx,x3)—wcos(vx’ .)JdXJF
5 OXq OX, 28
+,[ auz (x) aUZ(X_é) COS(VX’ Xs)dx_
40X 0X,
ZZ:Iau (x)[@U ()): $) coS(v,, X,) - %COS(VW .)de"'
j=lp* i :
ou, () , §eD,,
2 I@uz(x) oU,(x=¢) cos(v,, x.)dx, = o i=13
x? N T S
j=lp~ axi J %6%2—25)1 é:el"",
(26)
The second of the relations (26) is called the second necessary condition of
solvability:
Lau () _
2 o5
_ J- auazx(x) (8U2(§)>:-—§) cos(v,, X,) _WCOS(VW Xi)jdx"'
AU, (x) OU,(x—=¢&) _
N rj 5 > cos(v,, X, )dx
2 J-algx(x){@U g(( <) cos(v,, x,) - %cos(vx, .)JdXJF
j=lre ! :
Zj‘au (X) ou (;))(( é:)COS(VX, J)dx cel™, i—13 (27)
=L ]

So, we have obtamed the following

Theorem 4. Under the conditions of Theorem 3 the second basic relations
(27) are satisfied for solving equation (22).

It is easy to see that
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0U,(x=¢) _
OXy
1S E) )£ (6B &) KE) g
27 \/(X3—§3)2—|X'—§'|2 27z\/((X3 &) |x )
Similarly we obtain zéz €) L i=12:
| 0U,(x=¢) _
OX:

1 (% =8)8((xs = &) - [X ffl) (% —&)0((% — &) —|x’ é‘l)
o X §|\/(X -&)’ —|x §| 272'\/((X —&) - [x (§|)i
As for X, =7,(x"), & =,(&") we obtain that

&=7,(X)=7,(5) = or2(x) (X —-&)+ o, X)

=1,2.(29)

(Xz - 52) + 0(|X'_§'|)

then introducing the notation

Ky(x', &) = \/Z(%(X)J cos®(x'=£", ) + O(x'=&) (30)

m=1 m

we get that
(72(X')_72(§l)):|x|_68'| K, (X', &) (31)

Remark 3. Let us notice that for £'= X" we have:

2 2
K ()(' )('): % + % +2%% 0
2 X, X, ox, %,

Substituting (23), (28) and (29) into the necessary conditions (25) and (27) and
adopting the notations (30) and (31), we rewrite the necessary conditions, selecting
only the singular terms (the order of multiplicity of which is equal to or higher
than the multiplicity of the integrals):

1 (=)0 |x~£)
]

: (32)

and for the case ¢ er,, xer,:
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(&7 00) = U (x)

j=ls

(X =€)O(x'- & (K, (x',£) -1)) +..., (33)
27r|X'—5'|3\j(Ks(X"§|)_1)S
aswell for i =1,2:

1y,(S)
2 0

_(x=&)o([x-<£D
A 27i|x &1

_ijauz(X) (Xj_gj.)0$_|xlls—§l|) cos(v,. x) - (Xi_é).G(,(_V,:éID cos(v,.x,) |
R 27i|x'= &) 27i|x'= &

&=0

_ I auz (X)

}cos(vx, X;)dX '+

& au,(x) (4 —£)0|x-£)
,Z;‘rj O% 27i|x'= &7
Inthecase eI, Xel',:

lﬁuz(f)‘ =
2 6§| &=72(8")

{(Kz (X', &) -1)0(x-£](K, (x', &) —1))}cos(vx, x)dx'
X3=77 (X))

cos(v,, X; )dX+... . (34)

au,(x)
15

2l (KEoe)-1) | Costa)
(% —&)0(x =& (K, (x' &) -1 | |
Xa=r2(X) ; 5 (Xt
27|x'- & \/(K;-(x',g')—l)

(K, (x,&)=1)o(x"-&(K, (x',&)-1)) "
X=72(x) ] 2 3 X =
27|x'- & \/(Kzz(x',g')—l)

6u, (X)
_-[ 0%,

S

5

S i
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”(xj ~£)0(x"~ & (K, (x', &) 1))
X3=7(X")

- cos(v,, %) —
2z|x' =& \/( K3 (x'&)-1)

(% = &)0(x'-&(K,(x',€)-1)) dx’
- = cos(v,, X )dX |—————
27[|X'_§'|3 \/( K;(Xl,gl)_l) COS(VX, X3)

2, 8u,(X)
_Z OX.

cos(v,, X;)

{(xj —51)49(|X'—§'|(K(x',§')—1))]cos(vx, X;)dx’ L
Xg=7,(X) v

B 27r|x'—§'|3\/(Kz(x',f')—l)s
=1,2, (35)
and
1ou,(E); &pou() [ (x5 =§)0x=¢D .
2 8¢, 530_;! X, XS{ 27zi|x'—§'|3 oSl X o'+
+g S _auaz)éx) %<0 {— o _Zi‘l)| i(i:r_ d I|) } cos(v,, X; )dX'+...., (36)
and also
1ouy () _ 10u (&) _
Ea—gs‘cfefz_i o0&, ‘§3=72(§')—
B Iauz(x) (K, (x,&)-1)(0(x-£(K, (x',&)-1)) "
- %=r2() ) 2 5 3 -
s 0% 27|x'—¢] \/(Kz(x',g')—l)
2 X; =& )O(x=&N( K, (x', &) -1
—Zjalgx—(x) Yo7y () (=466 ; §|( o) 3))cos(vx,x3)+
s 27|x'~ &1 \/(Kg(x',g')—l)

(K, (x',&)-1)0(x-£ (K, (x',£)-1)) dx’

+ = cos(v,, X;) -
27[|X|—§I|2 \/(KZZ(X',gl)—l) COS(VX,XS)

2, ou, (X) (X, —£)0(x' - &1(K, (x',£)-1)) cos(v,, x,)dx’
_ZJ ‘ =72 () 3 3 cos(v,, X
s N (I T IV AL

. @7



PROCEEDINGS OF 1AM, V.14, N.1, 2025

Theorem 5. Under the conditions of Theorem 4, the necessary conditions
(32)—(37) are singular.
5. Regularization.

We will construct linear combinations from the boundary values of the
desired functions and their partial derivatives

0
Uy () |2y (9 K =0,2, gf) fonier k=01,
81182_655) fen ey K=0,2; =13, &'eS, using coefficients B (£7, k=0,2,
BR(E), k=01, BY(E).k=0,2, j=13; i=12 ¢'eS:
0
S ALt TTANEO B
k¢1
: 0
+ZZ B (€)= = (5) . =12, E'eS, (39)

j=1 k=0,

and then we substitute the singular necessary conditions (21) u (32)-(37) B (38).
Adding and subtracting B{“(x") from g{(&7) and B{°(x') from

ijl
B (£ and, assuming that the above functions S{7(£"), B0 (£") satisfy the
Holder condition, we obtain weak singularities in the integrals with
B (&) - B (X)
27r|X—(§ |

the coefficients at the boundary values u,(x), and partial derivatives
ou, (x)
OX;

formula, we isolate only the first terms of the expansion.
By grouping the terms under the integral sign and equating the coefficients

. By discarding terms with weak singularities and expanding

| =13k =12, with respect to X' at the point x'=&" using the Taylor

ou, (x)
at U2 (X) Xs=7 (X) ! k = O, 2 y alT Xg=k (X) ? k = 011 ’
]
6122)(_()() Yozt (X) k=0,2; ] =13, to the corresponding coefficients in the

J
boundary conditions (2), we obtain a system of 14 equations for 14 unknowns
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LY(x), k=0,2, B (x), k=0,1, B (x),k=0,2,
j= 13 i=12 Xx'eS:
40 (X.)(_ 3 (6 =)0

cos(vx,xj)j = a(x),

i1 7i[x'~¢] fox
(39)
ol & (X —E)O(X-E(K(X',£') ~1)) cos(v,, X;) )
,Bi(z)(x)— i i i e = ()(X)
( JZ;‘ 2ae-eh (K2 (x, &) -1 O Xe) |
(40)

(0)

(x,<") 1
Prai (X )[ 4zP, (X', &) cos(vx,x3)}‘§'=x'Jr

KO (x £
© 21 (X', E") 1 (0) (!
Bai (X ){47ZP0(X',§')COS(VX,Xg)}LE' o= (X)), (a1)

0 K& (x', &) 1
(0) 12
Paz (X ){ 47z|30(x',§')cos(vx,xg)}'X'+

(0) Kep (X, ¢") :
B (X ){4ﬂp(x &) cos(v,, X3)i|

0 KE(x,&) 1 , ey 1
© 23 o © )
pu )[ Ao (X.2) COS(VX’Xs)} A ){472130(%,5') COS(VX,Xs)} T

aln(X), 3)
_g;(x-)__ KQ(x',&) 1 ].+
BET 4ap(x, &) cos(v,, %) ¢
B @1 g

pia(x) 4;zp(:-21§'()xc£()v x)}‘fx: a)(x), @4
_glg(x-)__ KQ(X',&) 1 ]ﬁ
T aap(x, &) cos(v,, %) ¢
(K@(x.&) 1

| 47P,(x', &) cos(v,, X,) |

= (), (42)

BY(X) = ap(X'), (5)

60



PROCEEDINGS OF 1AM, V.14, N.1, 2025

BO(x ){ KG (X', &) 1 } o
T 4aR (X, €Y cos(vy, x;) [T
B9 (x )_ K& (X', & 1 }

= af)(x'), (46)

L AR (X, € cos(v,, %) [T
)| - B EENED o, x&} ot
| A=
0 (j_gj)e(_ - I) - 19_ =&
A H T J""S(”*’X”‘[(Xl et DJC"S‘V*’X”}‘?E
, (47)
0 j_jg_ —s 2, —&)0(=X=¢"
S e )H(x fﬂ?|x(-_|2-| ¢I>JCOS(VX,XZ)_((X fﬂhx('_l;' fl)}os(vx,xj)} N
(Xz _652)0((_|X'_§I|) (0)
:B|3z (x ){ 72'i|X'—cf'| cos(v,, X3)} e = Gpp(X')
(48)
Zﬂ. (x ){ '_jj?f(:|xl|_§Dcos(vx,xg)} s T
0
+ﬂ.32(x)z{ i "’?Dcos(vx,x,-)} a8x),
(49)
59 (x) (% —&)O(x'- & (K (x',&) - 1)) K(x',&)0(x'- (K (x',&) 1)) cos(v,, X,
. 7|x'~ §|\/ K2(x', &Y - 1) \/(K (x',g')_l)S CoS(v,, X.

) §| I UK ) st ) |
= 27z|x'—§'|\/(K2(x',§')—1)3 cos(v,., Xs)
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A2 ()| - , = &)0(x'=&(K(x',£)-1)) cos(v,, x),
27z|x §|\/K (x',&) - 1) cos(v,, X)

(X1 E)O(x'-&(K(x',£Y)-1)) cos(v,, X,)
2fx- g (K20 £) 1) o)

(122)( ) _§2)9(|XI_§I|(K(Xlagl)_l)) COS(VX,Xl)
2= (K20 g) 1) SO0

L &)O(x'—&E(K(x', &) -1)) cos(v,, x,)
2z |x'~ §|\/K (X', &) - 1) Cos(v,, X;)

ot
k=1

+B9 (x )Z  —E)O(X'-E(K(x',£)-1)) cos(v,, X,) 5
27r|x'—§'|\/(K2(x',§')—1)3 cos(v,, %)

o (% =&)X =& |(K(x,&)-1))  K(x',&)o(x' =& (K(x', &) ~1)) cos(v,, X,)

7;|x'—§'|\f(|<2(x',§')—1)3 27z\/(K2(x',§')—1)3 COS(v,., X;)
=a(x), 6D

|(322)( ) Z _(Xj—fj)9(|X'—§'|(K(X',f')—sl)) COS(Vx!Xj) §V:X'+
2 RN (e

2 2 on K(XLENO(X'=E (K (X', £ 1)) cos(v,, X, )
+Z |$<2)( ) —y +
[ g,
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A2

% —&)O(x'- (K (x'.&) —31)) oo b =02(0),
27r|x'—§'|\/(K2(x',§')—1)

(52)
Let us assume that

(_i(xj_éjj)g((_b(l_éjlb COS( v,, J)]‘§ »

j=1 7Ti|XI—§I|
(53)
2, (x; = &)0(x' - &|(K,(x',£) 1)) cos(v,, X,
_Z cos( x)“fX 0.
= 27z|x'—¢f|\/ (K, (x,g)—l) VirXs
(54)

Then to find the coefficients So (X'), B (X'), A% (x"),k =0,1, introducing

the notations

0y = e KE(XX) 1 o A () =
Aa(X) =y 4P, (x,x)cos(vx,x3)’s_1’2’ Az (X)

K
LX) 1 A(x)=0,s+1=4,5>0,1>0,
47zP (x',x") cos(v,,X,)
AV (x) = KG(x,x) 1
4P, (x',x") cos(v,, X;)

AR (X) = _ K& (x',x") 1 AY(X) = K®(x',x') 1
% 4P, (X', Xx") cos(v,,X;) 4P, (x',X") cos(v,, X;)
we assume that

AP () ARD(X) AR (X)
AR (x) =|AF (x) AR(x) AL (x)|=0,k=0,1. (55)
AR (X)) AD(X)  AF(X)
For the coefficients at the unknowns Bsa(X'), BO(X"), B2 (X))
-&)O((=|x=¢7)
A(3) 1 — _(Xl gl)
11(X) 7Z'i|X'—é:l|

cos(v,, X,) ‘gy-;x- :
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A (X) =
(Xz _4:2)49(_|XI_§I|) _ (X1 _51)9(_|XI_§I|)
|:( 27Z'i|xl—§'| JCOS(VX’ Xl) [ 27Z'i|X'—§I| COS(VX’ X2) E'=x"1
AJ(x) =0, A3(x') =0,
B ryry _ _(Xz _52)9((_|X'_§I|)
A21()( ) - |: 7Z'i|X'—§I| COS(VX’ XO) &'=x"1
A(x) -
(% —&)O(-|x"- &) [ (=& [x"- &)
{[ 2= ]cos(vx, X,) ( 27X~ CoS(V,, %) || 2x

Fox

B) [y _ 2 _(Xj_é:j)e(_|xl_§'|)
00 -3 -2

A(33;(X') _ {_ (Xz _52)9(_|X'_§'|)

cos(v,, X )}

cos(v,, x3)}

27 |x'~£] e
@ oy _ | (%, _51)‘9(—|X'—§'|)
A33()( ) - { 2721 |X'—§'| COS(VX’ XS) E'=x"1

we assume that

A (X)) AD(X)  AD(X)
AH(X) AQ(X)  AR(X)
AR(X) AL(X) AR(X)

AV (x") = #0.

(56)
For the coefficients at the unknowns S (X'), BA(X'), B2 (X))
AR (x) =
_ (X1—51)9(|X'—§'|(K(X'y(§')—1))+ K(x',£)0(x'=&'|(K(x',&) -1)) cos(v,, ) B
=g\ (K2 9 -1) 2 R

AR (x) =0,
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, 1
AS)(X)ZEX

g=x

{ZZ{ cos(x'— &, %) (K(x', x) 1) cos(vx,xk)]

K(x', x) (K(x',x) -1
\/(KZ(X'X')—l)S COS(V,, ;) “{ e )]

\/(Kz(x', X') —1)3

k=1

_cos(x'=&",%,) (K(x',x)-1) cos(v,,x,) s cos(x'= &', %) (K(x', &) -1) cos(v,, X,)
\/(Kz(x', X) _1)3 cos(v,, %) \/(Kz(x',g') _1)3 cos(v,,X,)

2000 -
1] cos(x'=& %) (K(x',x)-1)  K(X',x)(K(x',&)-1) cos(v,. X,)
o7 \/(Kz(x',x')—l)g' 2\/(K2(x',x')—1)3 cos(v,, %) |© "

E=x'
k=1

A(Z‘g(xl) _ ZZ: _ COS(XI_ g, Xk)(K(X" X') _1) COS(VX, Xk)
472'\/( K2(x",X") —1)3 COS(1,1 %)

A3 (x) =

1| cos(x'=&"%,) (K(x',x) ~1) cos(v,,x,) . cos(x'— &', %) (K(x',x")—1) cos(v,, X,
Ar \/( K2(x',x') _1)3 cos(v,, X,) \/( K2(x" x) _1)3 cos(v,, X,

£=x

o 1 | & cos(x'—&" %) (K(x', x")—1) cos(v,, X;)
A(3£(X):—— ! J
27 {;{ 2\/(K2(X|’Xu)_1)3 cos(vx,x3)]

(K(x',x")=1)° cos(v,,X,)
\/(Kz(x',;")—lf cos(v,, %) |
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K20x) =

1 || K\ x)(K(x',x)=1) cos(v,, x,)

27 \/(Kz(x.’ x')—1)3 cos(v,, X;)

cos(x'— &', %,) (K(x', x")—1) ‘
2\/(K2(x',x')—1)3

£

A (x) =

1 | KX, x)(K(x',x)-1) cos(v,, ) +cos(x'—f', x) (K(x',x")-1)

2 \/(KZ(X',X')—l)S COS(V,, X3) 2\/(K2(X',X') _1)3

we assume that

e

AR (X)) AR(X) AR(X)
A (x) = A9 (x) AD(x)  AQ(x)|=0. (57)
AZQ(X)  AD(X)  AQ(X)
Solving the system (39)-(52) we obtain the Imear combinations (38) in the form:

S AEENE)] o+ XY () 24

g &G=r (&)
k=0;2 =1 k=0 j
3.2, au
ZZ |§2) (QE) (ég) G=n(&) ~
_ (A I . za(m)(x')ul(x',7m(x'))dx'+... L i=12.

[P PR
(58)
The first integral on the right-hand side in (58) converges, since by the condition of
the functions f,(x’) e C*(S), fi(x')|53=0, i=1,2. Substituting the regular
necessary conditions (19) into (58) and changing the order of integration, we obtain
the inner integrals that do not depend on the desired function and its derivatives
and converge in the Cauchy sense.
Thus, we have regularized the necessary conditions (21), (32)-(37) and
arrived at the following statement.

Theorem 6. Let D — R® be a bounded convex domain in direction OX,
with boundary I'=0D =1, UI, being a Lyapunov surface with equations
X, =y (x)eC?(S), S=prD,k=12, boundary conditions (2) being linearly

X3=0
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independent; the coefficients aii) (X'),(X'), i,p=12; j=12,3 k=01,

ijp

be continuous in S and o (), k=02, (&), k=01, (&),
k=0,2; j :]73, 1=1,2; £'eS in (2) belong to some Holder class, the right-
hand sides f (x) eC(S), fi(x')|5S:O, 1=12, f,(x)eC(L). Then, if
conditions (53)-(57) are satisfied, the relationships (58), i =1,2, are regular.

5. Conclusion.

A boundary value problem for a three-dimensional mixed-type

equation with nonlocal boundary conditions in a bounded domain with a
Lyapunov boundary is investigated. Necessary solvability conditions are
derived and regularized in both the elliptic and hyperbolic cases using an
original scheme.
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